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**Summary**
Crowdsourcing draws on a large pool of people to gather inputs such as ideas, funding or labour. It can be used in citizen science research projects, where ‘citizens’ – usually members of the public – provide inputs and valuable contributions despite not being formally trained experts in the topic of study. This learning report provides a practical overview of the use of crowdsourcing in scientific research projects.

Researchers have used crowdsourcing successfully in a range of projects. The most obvious benefit of crowdsourcing is the ability to collect or analyse data on a much greater scale. A large crowd creates efficiency gains in terms of speed, throughput and cost. As an added benefit, citizen science projects based on crowdsourcing approaches promote dialogue between researchers and citizens. This can help members of the public become more involved in research and make research more democratic.

Researchers interested in incorporating crowdsourcing into their work can make use of a range of existing online platforms and tools. With these tools, researchers can crowdsource data gathering, image classification, systematic reviewing, innovative ideas and funding. New tools continue to be developed, as researchers in diverse disciplines – including healthcare improvement – expand the use of these approaches to tackle new research questions.

There are a number of challenges to consider when involving a large group of participants with diverse backgrounds in research projects. In this report, we offer practical tips to maintain data quality and scientific rigour, and to motivate, retain and reward participants. Researchers should carefully consider Intellectual Property and data ownership issues, and if resources permit, evaluating citizen science projects is strongly recommended.
1. Introduction
Crowdsourcing draws on a large pool of people to gather inputs such as ideas, funding or labour. The term, coined in 2006, has been defined as ‘the act of taking a job traditionally performed by a designated agent (usually an employee) and outsourcing it to an undefined, generally large group of people in the form of an open call’. Crowdsourcing can be used in citizen science research projects, where ‘citizens’ – usually members of the public – provide inputs and valuable contributions despite not being formally trained experts in the topic of study.

Crowdsourcing and citizen science offer ways to generate ideas, solve problems, and carry out tasks – all of which can contribute to research processes. Citizen science projects based on crowdsourcing approaches also promote dialogue between researchers and citizens, which can help members of the public become more involved in research and make research more democratic. Crowdsourcing is particularly useful for labour-intensive tasks, making it possible to do work that would be prohibitively time-consuming or resource-intensive for a small group of researchers. Digital technology and the internet have significantly expanded the reach and potential of crowdsourcing and citizen science initiatives.

The aim of this learning report is to provide a practical overview of the use of crowdsourcing for research. It covers good practice, useful tools and illustrative examples and should serve as a useful and up-to-date practical reference for the design of a research programme that makes use of crowdsourcing and citizen science.

2. Methods
We gathered evidence for this learning report by conducting a rapid review of the literature and interviewing crowdsourcing experts. We used Google and Google Scholar to search academic literature, policy reports and non-peer reviewed studies, using search strings with keywords ‘citizen science’, ‘crowdsourcing’, ‘ethics’, ‘science’ and ‘good practice’. After reviewing 460 titles, we eventually included 53 articles in the report, selecting articles written in English, published from 2012 onwards, reporting primary research, and covering the use of citizen science and crowdsourcing in research contexts. We interviewed four people, who were chosen because they are involved in managing different types of projects or online tools that use crowdsourcing for research:

- Daniel Lombraña González, Founder and CEO, Scifabric
- Anna Noel-Storr, Information Specialist and Cochrane Crowd co-lead, Cochrane
- Andy Paterson, Solution Architect, Cancer Research UK
- Helen Spiers, Post-doctoral Researcher in Citizen Science and Medical Research, Zooniverse.

This report is not intended to be a comprehensive overview; the platforms, tools and examples we present are not necessarily representative of the full landscape of crowdsourcing projects. Rather, the report covers key relevant literature, tools and examples and should help to inform the design of research projects that make use of crowdsourcing.
3. Findings

In the sections that follow, we first introduce how crowdsourcing can be used in research, then outline specific applications of crowdsourcing in research. We present a brief overview of tools and platforms that have been used to enable large groups of participants to engage in research projects. Finally, we summarise important considerations related to good practice, and ethical and legal issues that arise when using crowdsourcing in research.

Using crowdsourcing in research

Crowdsourcing and citizen science offer ways to make use of collective intelligence and networked communities to contribute to research processes. In citizen science projects, crowdsourcing has the potential to bring benefits to both those who run the projects and those who participate in them.

The most obvious benefit of crowdsourcing is the ability to collect or analyse data on a much greater scale. A large crowd creates efficiency gains in terms of speed, throughput and cost. In addition, crowdsourcing offers new ideas for research questions and ways to solve problems – drawing on a wider range of perspectives. Crowdsourcing activities have been used in a range of disciplines, including astronomy, ecology, history, medicine and political science. One example that illustrates how a crowdsourcing approach can bring scientific benefit is Foldit, an online game where players contribute to research by solving 3D puzzles. The game attracted tens of thousands of players, who were able to outperform computer algorithms at predicting protein structures and helped solve the structure of a protein that is important for AIDS research (the Mason-Pfizer monkey virus (M-PMV) retroviral protease). Before a team turned to crowdsourcing for the solution, researchers had struggled to work out the structure of the protein – information useful for developing drugs that target it.

Citizen science projects also present an opportunity to involve non-researchers in the scientific process and for researchers to interact with the wider community. Involving the public in research can help to improve scientific understanding and literacy, and enhance public trust in science. It can also help researchers better understand the perspectives of patients or members of the public and ensure these perspectives are used to shape research and policy decisions.

Involving a large group of participants with diverse backgrounds creates a number of challenges when running citizen science projects. Attracting and retaining participants is crucial to the success of crowdsourced research, but can be difficult to achieve and is resource intensive. Participants lack formal training in research methods and will have variable knowledge and competence. Researchers must carefully consider ethical issues, intellectual property rights and copyright agreements. Finally, poorly executed projects can have detrimental impacts on public trust in science and on the willingness of non-researchers to engage with research.

Several of these challenges could have serious implications for the quality and quantity of participation and contributions, and thus for the research itself. As discussed below, it is therefore important to design feasible tasks, check the accuracy of contributions, and provide training and feedback.

Applications of crowdsourcing in research

Crowdsourcing can be used in various phases of the research process, including data collection, processing and interpretation. In line with trends towards widening participation and increasing the involvement of the public in research, crowdsourcing can also be used to shape research priorities and project design. Table 1 outlines a number of applications of crowdsourcing in research and provides relevant examples.

Platforms and tools

Researchers interested in incorporating crowdsourcing into their work can make use of a range of existing online platforms and tools. In this section, we highlight examples of citizen science project platforms, platforms for crowdsourcing systematic literature reviews, labour market platforms and others.

Citizen science platforms

Citizen science project platforms are websites that host or link to a range of projects. They can serve as a useful resource for members of the public to discover projects and may also offer resources for researchers to create projects. Two citizen science platforms that offer both project building and hosting capabilities are Zooniverse and SciFabric.

Zooniverse is free to use, while SciFabric is a commercial platform. Zooniverse offers an online project builder that anyone can use to develop their own citizen science project. Project leads can then apply to have their project shared publicly on the Zooniverse platform, a process requiring review by both the Zooniverse team and volunteers, or they can share their project privately with their own crowd. Zooniverse projects have included Galaxy Zoo and Cancer Research UK’s Cell Slider (case study on page 9). SciFabric has developed projects for London Zoo and the British Museum, among others.
Table 1: Applications of crowdsourcing in research

<table>
<thead>
<tr>
<th>Application</th>
<th>Description and examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data processing</strong></td>
<td></td>
</tr>
<tr>
<td>Image classification</td>
<td>This is a common application of citizen science in crowdsourcing. It is useful for images that humans can interpret better than computers can, such as images of landscapes containing wildlife. It is used in many projects on the Zooniverse platform. Examples: CRUK’s Trailblazer (case study on page 9); Zooniverse’s Galaxy Zoo; and testing of a computer-aided detection system for detecting polyps in CT colonography images.</td>
</tr>
<tr>
<td>Classification of data other than images</td>
<td>Data types include audio, handwritten text and scientific abstracts. Examples: Cochrane Crowd (case study on page 10) and the crowdsourced testing of a clinical decision support system (case study on page 11).</td>
</tr>
<tr>
<td><strong>Data collection</strong></td>
<td></td>
</tr>
<tr>
<td>Data gathering</td>
<td>Data gathering is a common application of crowdsourcing in citizen science. Crowds can collect large volumes of data covering many geographical locations or moments in time. Examples: Flu Near You, uBiome and other microbiology studies (MetaHIT, Pathomap); MapMyHeart challenge to map cardiac defibrillators; the Flint Water Study, where citizens concerned about their water quality worked with university researchers who tested samples provided by Flint residents; the Great Backyard Bird Count, one of the largest citizen science projects in the US.</td>
</tr>
<tr>
<td><strong>Problem solving</strong></td>
<td></td>
</tr>
<tr>
<td>Contests and prizes</td>
<td>Participants, who are often not traditional experts in the subject area, compete to solve problems or develop novel ideas. This approach enables benefits by drawing on diverse perspectives. Examples: Gates Foundation ‘Reinvent the Toilet Challenge’; Computational biology algorithm contest.</td>
</tr>
<tr>
<td>Puzzle games</td>
<td>‘Games with a purpose’ may encourage participation because they are fun and do not require knowledge of the underlying research questions. Examples: Foldit, an online game where players contribute to research by solving 3D puzzles to predict protein structures; Fraxinus, a Facebook game where players help to analyse genetic data on the ash dieback disease that affects ash trees; Phylo, a puzzle game where players help to align genomic sequences – a task that is difficult for computers.</td>
</tr>
<tr>
<td><strong>Shaping research priorities</strong></td>
<td></td>
</tr>
<tr>
<td>Agenda setting by citizens</td>
<td>Communities of stakeholders (e.g. members of the public or patients) may identify areas of importance that they feel should be addressed in research. Examples: Flint Water Study (see ‘Data gathering’ above); PatientsLikeMe’s Amyotrophic Lateral Sclerosis (ALS) study.</td>
</tr>
<tr>
<td><strong>Idea generation</strong></td>
<td>Idea generation and management platforms are a type of crowdsourcing platform that offer a digital, social space to generate, discuss, refine and evaluate ideas, e.g. Crowdicity, IdeaScale. Organisations or individuals can use them to create online spaces where communities of stakeholders can gather to share and rate ideas in real time. Ideas can be collaborated on, voted on, and researched by participants. Top-ranked ideas can then be adopted by organisations, or taken forward in other ways. Examples: LSE Constitution Project (case study on page 12); Wikipedia.</td>
</tr>
<tr>
<td><strong>Consensus building</strong></td>
<td>A variety of methods exist for building consensus. The most well-known is Delphi, a technique for collecting and synthesising expert opinions developed at RAND Corporation in the 1950s and 1960s. Studies based on Delphi methods are now commonly carried out using online tools, e.g. ExpertLens. Such approaches have been extensively used in healthcare research; for example, the Robert Wood Johnson Foundation used ExpertLens with 119 researchers and practitioners to identify definitional features of continuous quality improvement in health care.</td>
</tr>
</tbody>
</table>
The Zooniverse team and researchers using the platform have conducted meta-research about online citizen science projects, covering topics such as methods for measuring success,26 assessing data quality,26 and increasing engagement.27 Two other citizen science platforms, CitSciBio and SciStarter, do not host projects; they mainly function as project databases to help prospective volunteers find projects to work on and as networking platforms.

**Systematic review platforms**
Dedicated platforms that combine crowdsourcing and systematic reviewing include Cochrane Crowd (see case study on page 10) and Mark2Cure.28 These platforms are the subject of a separate THIS Institute learning report.29 While this field is in its infancy, crowdsourcing for systematic reviews has the potential to help investigators to save time and money, as well as reducing the workload for expert reviewers.30–34

**Labour market platforms**
Though not designed with scientific applications in mind, researchers often use distributed labour markets (e.g. Amazon MTurk35, Upwork36, ShortTask37 and CrowdFlower38) to annotate text, complete surveys, or other tasks.39,40 These tools allow managers of any type of project to recruit a large group to complete a specific task without needing to maintain them as part of a permanent workforce.41

**Other platforms and tools**
Other online tools include: research and development prize platforms (e.g. InnoCentive42 and Topcoder43), which promote the development of innovative solutions; platforms for structured discussion and crowdsourcing ideas (e.g. Crowdicity);44 patient data platforms (e.g. PatientsLikeMe44 and Open Research Exchange45); and a role-playing game that incorporates a citizen science platform (EVE Online46).

**Good practice in citizen science**
Several organisations in Europe, North America and elsewhere have issued guidance, principles and toolkits for developing and using citizen science and crowdsourcing. These organisations include the European Citizen Science Association (ECSA),47 the U.S. Office of Science and Technology Policy (OSTP),48,49 the German Citizen Science Association,50,51 the League of European Research Universities (LERU),7 and the EU-funded Socientize project.52*
The ECSA’s ‘Ten Principles of Citizen Science’ provides a useful high-level summary of good practice in citizen science.47 These ten principles are generally consistent with suggestions and recommendations from the wider literature (Box 1).

<table>
<thead>
<tr>
<th>Box 1 Adapted from The European Citizen Science Association’s Ten Principles of Citizen Science47</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Citizen science projects actively involve citizens in scientific endeavour that generates new knowledge or understanding.</td>
</tr>
<tr>
<td>2. Citizen science projects have a genuine science outcome.</td>
</tr>
<tr>
<td>3. Both the professional scientists and the citizen scientists benefit from taking part.</td>
</tr>
<tr>
<td>4. Citizen scientists may, if they wish, participate in multiple stages of the scientific process.</td>
</tr>
<tr>
<td>5. Citizen scientists receive feedback from the project.</td>
</tr>
<tr>
<td>6. Citizen science is considered a research approach like any other, with limitations and biases that should be considered and controlled for.</td>
</tr>
<tr>
<td>7. Citizen science project data and meta-data are made publicly available and where possible, results are published in an open access format.</td>
</tr>
<tr>
<td>8. Citizen scientists are acknowledged in project results and publications.</td>
</tr>
<tr>
<td>9. Citizen science programmes are evaluated for their scientific output, data quality, participant experience and wider societal or policy impact.</td>
</tr>
<tr>
<td>10. The leaders of European citizen science projects take into consideration legal and ethical issues surrounding copyright, intellectual property, data sharing agreements, confidentiality, attribution, and the environmental impact of any activities.</td>
</tr>
</tbody>
</table>

**Data quality**
A key challenge for crowdsourcing projects is maintaining data quality and scientific rigour.53* There are some concerns that persist in the scientific community about the validity of data and analyses from projects involving non-professional scientists.54–56 Resnik et al. (2015) emphasise the importance of data quality, suggesting that the risk is greater in citizen science projects as participants lack research and data management training, might be liable to make systematic errors, or may have motives to falsify data (e.g. a conflict of interest).55 Researchers should therefore take a number of steps to ensure the highest standard of data quality.53,55

*A more complete list has been compiled by the ECSA at [https://ecsa.citizen-science.net/blog/collection-citizen-science-guidelines-and-publications](https://ecsa.citizen-science.net/blog/collection-citizen-science-guidelines-and-publications)*
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Crowd motivation and participation
Motivated and engaged participants are critical to the success of any crowdsourcing project. People join crowdsourcing and citizen science projects for a variety of reasons, including personal interest, curiosity and a desire to learn and discover; commitment to the issue being addressed; altruism and collectivism; and a desire to teach others. Rewards in the form of material or professional gain are not usually provided to participants. Rather, benefits to participants tend to come in the form of personal gratification, a gain in skills or knowledge, or fulfilment of interest. Researchers need to understand why participants choose to take part in their research project and consider their expectations.

Feedback is another powerful tool for motivating participants and it is essential for training participants to complete more complex tasks. Positive feedback, where participants are informed that their contributions were valuable and correct, can be very encouraging, while a lack of feedback has the opposite effect. Feedback can be provided immediately to a participant after they make a contribution or in the form of participant rankings. Participants can also be acknowledged through credits in publications. It takes time to provide detailed feedback; while it can be effective, it can also be costly. Researchers using crowdsourcing have made some surprising discoveries about factors that encourage participation. In the Snapshot Serengeti project, where participants were asked to view photographs and identify the species, number and behaviour of any animals in each picture, researchers found that participants stayed engaged for longer when they were shown more pictures that had no animals in them. In Cancer Research UK’s Trailblazer project, the project team discovered that participants preferred not to be shown information about basic cell biology as part of their training for a task involving analysis of cell images.

Other factors that motivate participants include interactions with other participants (e.g. through online discussions) and competition. Turning tasks into games (so-called ‘gamification’) can make tasks more fun and competitive, but individuals with a strong interest in a topic may be less motivated to engage in a game. Competition may help motivate some participants but should be introduced with care. Participants must feel that the competition is fair, the competition element should not reduce data quality or accuracy, and less competitive individuals should not be discouraged from participating.

Researchers have found that more engaged participants tend to be motivated by social factors or competition while the ‘dabblers’, who represent the majority of participants, have more solitary experiences. Dabblers are often driven by curiosity, working on multiple projects at once and fitting their contributions in around other life activities. To cater to these participants, researchers can offer opportunities for independent work and small tasks that can be completed quickly, and send out regular project updates.

Motivations for participation can affect both data quality and quantity. One study found that four factors affected how much a participant engaged in a project: belief in the aims of the project, reputation, expectations of others, and personal enjoyment or interest. However, just the first two factors — belief in the aims and reputation — enhanced the quality of each person’s participation. The authors of that study concluded that it is important to: (i) ensure that participants are committed to a given project and its goals; (ii) consider which factors are likely to be most important for a given project, and how that could affect participant motivation; and (iii) incorporate ways for participants to become more involved and challenged over time.

As well as having different motivations for participating in crowdsourcing projects, individuals also engage to varying degrees. Generally, a small number of participants contribute a high proportion of the overall effort. Participation has been characterised by the ‘90-9-1 rule’, which states that 90 per cent of users observe without actively participating, 9 per cent contribute at a low level, and 1 per cent contribute the majority of the content. This rule has been observed consistently in digital health social networks.

Researchers have found that more engaged participants tend to be motivated by social factors or competition while the ‘dabblers’, who represent the majority of participants, have more solitary experiences. Dabblers are often driven by curiosity, working on multiple projects at once and fitting their contributions in around other life activities. To cater to these participants, researchers can offer opportunities for independent work and small tasks that can be completed quickly, and send out regular project updates.

Other factors that motivate participants include interactions with other participants (e.g. through online discussions) and competition. Turning tasks into games (so-called ‘gamification’) can make tasks more fun and competitive, but individuals with a strong interest in a topic may be less motivated to engage in a game. Competition may help motivate some participants but should be introduced with care. Participants must feel that the competition is fair, the competition element should not reduce data quality or accuracy, and less competitive individuals should not be discouraged from participating. Feedback is another powerful tool for motivating participants and it is essential for training participants to complete more complex tasks. Positive feedback, where participants are informed that their contributions were valuable and correct, can be very encouraging, while a lack of feedback has the opposite effect. Feedback can be provided immediately to a participant after they make a contribution or in the form of participant rankings. Participants can also be acknowledged through credits in publications. It takes time to provide detailed feedback; while it can be effective, it can also be costly.

Researchers using crowdsourcing have made some surprising discoveries about factors that encourage participation. In the Snapshot Serengeti project, where participants were asked to view photographs and identify the species, number and behaviour of any animals in each picture, researchers found that participants stayed engaged for longer when they were shown more pictures that had no animals in them. In Cancer Research UK’s Trailblazer project, the project team discovered that participants preferred not to be shown information about basic cell biology as part of their training for a task involving analysis of cell images.
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Evaluation
Researchers involved in citizen science generally agree that it is important to evaluate projects involving the public. Evaluations can show how well the project has worked, in terms of delivering benefits for science and for the participants, and provides evidence to ensure that the value of these activities is recognised appropriately.

Researchers working with the Zooniverse platform have published a useful, high-level framework for evaluating the success of citizen science projects (Table 2). The framework is tailored to the types of projects that Zooniverse hosts, which mainly involve volunteers contributing to data classification tasks to make the analysis and interpretation of large datasets more efficient.

The framework places equal emphasis on contributions to science and public engagement, reflecting the dual aims of the Zooniverse platform and of the team’s projects. In applying their framework to a set of 17 Zooniverse projects, the Zooniverse team showed that projects that scored well on one element tended to score well on the other. They thus recommend that project organisers ensure both elements are well supported, for instance by putting together project teams with the necessary mix of skills.

While useful, not all of the framework indicators below will be suitable for all types of projects. Definitions of success will vary in line with project aims. Beyond benefits to science and project participants (e.g. through gaining knowledge or skills), researchers should also consider capturing wider outcomes and impact, such as improved public awareness of research, impacts on policy and the empowerment of citizens to influence decisions about issues of concern.

While the measures suggested in the framework from Cox et al. (2015) could be assessed at the end of a project, it may be more useful to monitor them throughout the life of the project, where feasible. For instance, continuous evaluations could be used to assess the effects of any changes introduced, such as how training is delivered, or to check whether certain communication activities boost participation.

Table 2 Citizen science success framework, adapted from Cox et al. (2015)

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Performance indicator</th>
<th>Measurement</th>
</tr>
</thead>
</table>
| Contribution to science | Data value | • Number of publications produced.  
                              • Academic impact (citations).  
                              • Whether the analysis is scientifically and statistically valid.  
| Project design and resource allocation | Resource savings realised (considering the time that would be required for a professional researcher to carry out the project tasks).  
                                             • Equity of the distribution of effort across participants.  
                                             • The proportion of volunteers who were successfully trained (as indicated by the volunteers going on to complete at least one task after doing the tutorial). |
| Public engagement | Dissemination and feedback | • Collaboration – the number of papers that include at least one citizen scientist as an author.  
                                  • Communication – the amount of communication activity that took place (e.g. blog posts, tweets).  
                                  • Interaction – the number of interaction events (e.g. blog post comments and replies) that took place between the researchers and citizen scientists.  
| Participation and opportunities for learning | Project appeal – the number of contributors.  
                                               • Sustained engagement – the median time period over which each participant engaged with the project.  
                                               • Public contribution – the median number of classifications completed by each participant. |
Ethical and legal issues
The use of distributed workforces or crowds raises some ethical and legal issues. Conventional principles and policies regarding scientific integrity and research ethics generally apply to citizen science and crowdsourcing projects. Specific issues for crowdsourcing projects relate to data quality and the responsible conduct of research (discussed above); data sharing and intellectual property; and exploitation of and risks to participants.

Data sharing and intellectual property
It is generally agreed that citizen science projects should be conducted in an open way, using a fully transparent methodology, and that resulting data, publications and software should be made openly available. Researchers should inform participants about rules and procedures for sharing data and usual care should be taken to protect confidential information. When many anonymous members of a crowd contribute to a project, it can be difficult to maintain the integrity of the project owner’s intellectual property (IP) rights. Scassa & Chung (2015, 10–11) provide a useful typology of IP in citizen science projects, with an assessment of potential issues that might arise. There are two issues particularly pertinent to crowdsourcing. The first is where copyrighted material, such as photographs, videos and written text, may be contributed by study participants. The second is where participants conduct problem-solving or data management; in this situation, some participants may qualify as having invented ideas or products, or having co-authored the research.

IP and data ownership issues can generally be mitigated through clear communication and discussion before and potentially during the project to ensure an agreement has been reached that is acceptable to the parties involved. It is also important for researchers to carefully draft terms of participation for projects, and consider whether participants may make contributions for which they have IP rights, or may be able to claim IP rights on the output. While most citizen science projects do not involve financial compensation, crowdsourcing projects that involve paid tasks generate further ethical considerations. For example, it is unclear how much participants should be compensated for their time. Participants often come from different areas of the world where there are different standards for appropriate compensation.

Risks to participants
The issue of participants’ exploitation relates to the sharing of benefits that can result from the work, particularly when participants are volunteers. Like any scientific study that involves human participants, researchers need to provide opportunities for participants to ask questions if they do not understand a specific instruction and allow them to leave the project if they do not consent to any of the project’s tasks or terms. In addition to ensuring reasonable agreements are reached and respected regarding data and IP ownership, it is important that other benefits are provided as appropriate.
**Case study 1. Cancer Research UK’s Trailblazer**

Trailblazer is one of five online citizen science projects developed by Cancer Research UK, a major cancer research and awareness charity in the UK. In these projects, participants contribute to aspects of cancer research by analysing images. The analytical tasks are sometimes presented in the form of a puzzle. The projects’ popularity has shown that many members of the public have a strong interest in contributing to cancer research through this type of activity.

In the first project, Cell Slider, released in 2012, participants analysed images of breast tissue samples by categorising cells in the images as being cancerous or non-cancerous, and estimating levels of oestrogen receptor present in the cells. Nearly 100,000 citizen scientists participated during October 2012 to June 2014, assessing 180,000 images and providing accurate oestrogen receptor data. However, they struggled to differentiate and accurately count the cancerous cells. In Trailblazer, the team tackled this issue by iteratively refining the user interface and training to improve participants’ performance and test hypotheses about user interaction and tutorial design.

The Trailblazer project showed that members of the public can, with a limited amount of training, act as a reliable and accurate workforce to support aspects of cancer research. The project helped its developers better understand how to design a platform for participants to analyse images of tissue samples.

**The crowd’s task**

Users completed tutorials to learn how to analyse images of tissue samples by marking off areas of cancerous cells. They were then presented with images and asked to determine if cancer cells were present, and if so how many of them were ‘stained’ with a biomarker.

**Platform and tools**

Trailblazer was developed by the citizen science team at Cancer Research UK, in collaboration with academics conducting cancer research. Citizen science platform developer Scifabric provided the core citizen science platform. A UK-based digital agency was involved in an iterative process of prototyping, testing and development to refine the Trailblazer tutorial and user interface.

**The crowd**

Cancer Research UK’s citizen science projects have collectively engaged more than 500,000 people worldwide. They have made more than 11 million contributions. About 1,000 volunteers were involved in Trailblazer (as of Spring 2016).

---

**Timeline**

The team developed the initial Trailblazer release in just eight weeks. They then carried out iterative development for a six-month period, during which there were 15 releases.

**Lessons learned**

Trailblazer showed that citizens without advanced science training could learn to accurately identify cancer cells. After 25 minutes of training that included feedback on their performance, volunteers achieved a 95 per cent level of accuracy compared to cancer research experts. They were also able to detect clinically relevant features of the cells with 90 per cent accuracy.

Trailblazer’s developers found a ‘lean start-up’ approach – an approach based on developing and testing hypotheses iteratively – to be particularly valuable. Instead of making assumptions about what training approaches would be most effective and then proceeding to build the platform, the team tested and evolved their approach with guidance from participants.

**Figure 1. A screenshot from Cancer Research UK’s Trailblazer project**

cancer.pybossa.com
Case study 2. Cochrane Crowd

Conducting and updating systematic reviews requires searching through thousands of search results. Given the increasingly rapid pace at which new research is published, Cochrane are using an online crowd to help review research articles. Cochrane is a network of researchers, healthcare workers and patients who collaborate to produce independent, comprehensive reviews of health information. The organisation developed Cochrane Crowd, an online platform where members of the public can contribute to its systematic reviews. Crowdsourcing, combined with algorithms to safeguard accuracy and improve efficiency, has brought a significant, much-needed boost to their systematic review activity.

The crowd’s tasks
Contributors do not carry out all steps of a systematic review, which include article screening, information extraction and quality assessment. Rather, they focus on binary classification – determining whether or not each article describes, for instance, a randomised controlled trial (RCT). The Cochrane team found that involving a crowd in the full systematic review process was very challenging. They broke the process down into manageable tasks where accuracy could be assessed to ensure that results were reliable.

Platform and tools
The Cochrane team developed their own platform, which integrates with the other parts of the organisation’s IT infrastructure. An important part of the system is an algorithm that assesses whether agreement has been reached about a particular record. A training feature helps participants learn how to screen and a text highlighting function helps them to quickly find relevant information.

The crowd’s activity also generated a large dataset, which has been used to train machine-learning algorithms to automatically identify RCTs. These algorithms work better than search filters for identifying RCTs and significantly reduce the number of articles that require human screening.

The crowd
While the platform is open to anyone, most contributors have medical experience or expertise. Volunteers are required to train on 20 practice records before they begin. Screeners are ranked at different levels (novice, expert, resolver) and unlock rewards and tasks as they complete more classifications. As of June 2017, the Cochrane Crowd platform had close to 6,000 contributors who had screened more than a million articles.

Lessons learned
Evaluations have shown that the crowd performs very accurately, meaning ‘non-traditional’ reviewers can provide valuable contributions to the systematic review process. The crowd’s sensitivity (true positive rate) and specificity (true negative rate) were both more than 99 per cent compared to the performance of an information specialist and a systematic reviewer.

The Cochrane Crowd team discovered that crowdsourcing helps to improve efficiency but requires significant investment to ensure it runs effectively. They have encountered challenges with participant drop-out. Time is required to monitor the crowd and its activity, to engage with participants (e.g. through social media), to encourage their continued involvement, and to run evaluations.

In addition to article classification, the Cochrane Crowd team are developing additional tasks for the crowd related to the identification of basic research study information such as Patient, Population or Problem, Intervention, Comparison and Outcome (PICO).

Figure 2. The Cochrane Crowd homepage

http://crowd.cochrane.org/index.html
Case study 3. Testing the accuracy of a clinical decision support system

A research team developed a prototype clinical decision support system (CDSS) to help clinicians make point of care decisions about whether patients should be screened for cervical cancer. They used a crowd of clinical staff to create a reference dataset of realistic clinical examples, which were then used to test, validate and improve an automated tool. If the tool was reliable, it could help clinicians adhere to complex clinical guidelines on cervical cancer management, resulting in fewer suboptimal or inappropriate decisions about how to manage patients with abnormal screening results.\(^{73, 74}\)

The researchers compared the prototype’s decisions to those of actual clinicians, finding flaws in the prototype. Once those flaws had been corrected, the CDSS generated accurate recommendations in all but one of the 169 test cases. By comparison, clinicians provided suboptimal recommendations, relative to guidelines, in about one third of the test cases.

The crowd’s task
Each user was shown a one-minute training video, then asked to review patient records and make recommendations about patient surveillance and screening. Each participant completed seven cases.

Platform and tools
The CDSS was developed using a business rule management system (Drools).

The crowd
The crowd included 25 people, who were consultants, residents and nurse practitioners working in family medicine, internal medicine, and obstetrics and gynaecology. All crowd members worked at the researchers’ institution and were invited by email to participate.

Timeline
The web interface was open during a three-week period in Spring 2012.

Lessons learned
Crowdsourcing was used to successfully create a reference dataset of realistic clinical examples, to test and improve a CDSS, and to identify the types of decisions that clinicians find most challenging.\(^{74}\)
Case study 4. Crowdsourcing the UK constitution

The web is increasingly used by governments to engage citizens in democratic and policy-making practices. Therefore, crowdsourcing tools could offer revitalisation to democratic processes experiencing poor levels of participation.

The Constitution UK project drew together members of the general public to debate the content of a hypothetical constitution for the UK. Run by researchers at the London School of Economics (LSE), the project sought to encourage an open process whereby citizens, regardless of their expertise, could have their say on the UK’s system of governance. It also aimed to trial an informal learning experience.

The project used both live events and an online platform to crowdsource ideas and promote discussion. It demonstrated that crowdsourcing is a useful means for citizens to engage in public policy debates and showcased a novel approach to learning. Experts at LSE’s Institute of Public Affairs put together a draft constitution using all the crowdsourced data that received a positive vote on the platform. They presented it to MPs in 2015 and posted it on the Crowdicity platform.

The crowd’s task
Using an online platform, participants discussed and voted on a set of 11 topics. On the platform, they could also view videos that provided a basic introduction to constitutional law and watch videos of the live events.

Platform and tools
The project used Crowdicity, a commercial web- and mobile-based platform that enables companies and organisations to build collaborative communities and where participants can gather, share, and rate ideas in real time. A group of 20 facilitators moderated the online discussions and debates.

Social media feeds embedded in the platform kept users updated with real-time news and information related to each topic. The project team also used social media channels (Facebook, Storify and Twitter) to encourage discussion and communicate with users on a daily basis.

The crowd
A community of around 1,500 people from the UK, other countries in Europe, the US, Canada and Australia shared their ideas, comments and votes. The project generated tens of thousands of online interactions and participation increased as the project progressed. A large increase in participation occurred during the last two weeks; nearly half of participants remained engaged at the end. The leading contributors to the online community were invited to a constitutional convention at LSE.

Lessons learned
The project managed to build a large online community while avoiding the high attrition rate seen in other online learning environments, such as the massive open online courses (MOOCs) that have become more prevalent in recent years. Members of the project team suggested that the highly flexible and informal aspects of the learning environment, including the lack of lectures, formal teachers and assignments, were important as participants chose when and how to interact with the project. In surveys, the majority of participants stated that they had gained new knowledge (80 per cent) or skills (70 per cent) through the project. Half stated that working with others directly contributed to their learning experience.

Following on from the success of Constitution UK, the team is working on a roadmap of projects to draw on the potential of crowdsourcing to solve problems, address key issues and engage in digital citizenship.

Figure 3. The online Constitution UK crowdsourcing platform, run by Crowdicity

https://constitutionuk.crowdicity.com
Conclusion
Researchers have used crowdsourcing successfully in a range of research projects. Crowdsourcing offers efficiency gains and helps promote dialogue between researchers and citizens. Researchers interested in incorporating crowdsourcing into their work can make use of a range of existing online platforms and tools. There are also a number of practical approaches to maintain data quality and scientific rigour, and to engage, retain and reward participants. Researchers should carefully consider IP and data ownership issues, and if resources permit, evaluating citizen science projects is strongly recommended.

Acknowledgements
We would like to thank our QA reviewers, Jennie Corbett and Dr Sarah Parks, both of RAND Europe, for their critical review and valuable advice.
References


At THIS Institute we aim to strengthen the evidence-base for improving the quality and safety of healthcare.

Co-created by two exceptional organisations – the University of Cambridge and the Health Foundation – THIS Institute is founded on the guiding principle that efforts to improve care should be based on the highest quality evidence.

Our work is defined by a highly inclusive approach that combines academic rigour with the real concerns of patients and staff. We’re open, transparent, and we do not shy away from difficult subjects.

Together we’re creating an evidence base to improve healthcare.

THIS Institute is made possible by the Health Foundation.

© The Healthcare Improvement Studies Institute, 2018